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中度可信度描述已自动生成]		维保服务范围及工作内容
佛山市第二人民医院
肺功能信息化系统维保服务范围及工作内容
维保概述
系统名称
肺功能信息化系统
维保周期
自合同签订之日起3年
维保预算金额
贰万壹仟陆佰元整（¥21600元）。
服务方式
服务方式包括网络服务、电话服务、远程服务、现场服务，每月至少巡检一次。
维保内容
维保范围
	维保项目
	维保功能模块
	数量
	单位
	备注

	肺功能信息化系统
	病人信息扫码录入模块
	1
	个
	详见第6页

	
	肺功能检查报告入HIS模块
	1
	个
	详见第6页

	
	肺功能定标报告存储模块
	1
	个
	详见第6页

	
	权限分级审核模块
	1
	个
	详见第6页

	
	数据查询统计模块
	1
	个
	详见第6页

	
	趋势分析模块
	1
	个
	详见第6页

	
	工作量统计模块
	1
	个
	详见第6页

	
	电子签名模块
	1
	个
	详见第6页

	
	报告上传模块
	1
	个
	详见第6页

	
	问卷调查模块
	1
	个
	详见第6页

	
	肺功能报告数据解析模块
	1
	个
	详见第7页

	
	在用申请单接口视图维护
	1
	个
	详见第7页


维保内容构成
软件运维服务
1） 操作指导：系统电子操作说明手册，可在业务软件上直接打开查看，维保期内每半年更新一次；
2） 巡检服务：维保期间由原厂认证工程师每季度至少对系统运行状况进行巡检1次，方式可以是远程或现场；在国家法定节假日放假之前5个工作日内需远程或现场巡检1次；每半年现场系统运行状况巡检1次。巡检范围从客户端、应用服务器、数据库服务器全方面检查，巡检报告按甲方格式填写并加盖公司公章，巡检报告要真实有效。每次现场巡检时将之前的纸质巡检报告提交甲方系统主管工程师归档。每半年将零星服务的内容按甲方格式进行汇总并加盖公司公章，生成服务报告；每年度生成年度服务报告。巡检报告、服务报告作为申请维保款项的重要参考依据，每少1份报告扣维保款的5%，超过3份（含3份）报告甲方有权不支付维保款；
3） 故障排除：软件应用过程中出现功能故障时，协助查找、排除软件故障，保证系统功能正常运行；
4） 软件更新：对程序BUG、程序错误提供定期的修复补丁包服务，定期优化软件功能和性能，在公司推出同版本的新升级程序后，对客户系统进行升级；
5） 日常维护：维保期对系统进行修正性维护、适应性维护、完善性维护、预期性维护，每次维护均建立维护记录并归档；
6） 应急服务：出现紧急情况时，保证在半小时内启动应急服务，协调安排相关工作人员跟进处理相关紧急情况。维保公司有完整的应急方案，并根据医院实际情况进行修订；
7） 应用迁移：协助进行应用迁移，提供必要的支持和指导；
8） 应急基本流程：出现突发情况→系统主管工程师现场分析原因并处理→如问题未能解决导致系统不能正常使用超过半小时→系统主管工程师评估影响范围→报维保公司技术经理→公司协调工程师协助系统主管工程师处理→问题结束→提交问题处理结果分析报告；
9） 咨询服务：用户在系统操作过程中的咨询、疑问、建议进行解答；
10） 维护培训：对业务部门人员及主管系统人员，进行系统操作、维护培训；公司提供系统运行状况检查方案及脚本并负责培训甲方工程师，每半年升级更新内容。
11） 维保服务公司需保障系统在多院区稳定运行，支持系统多院区数据互通。
12） 授权巡检：在定期开展系统巡检的同时，对承建系统是否存在注册码、加密狗等授权进行巡检，统计授权点数和授权到期日期，并开具盖章证明。
网络安全服务
1） 网络安全等级评审：乙方提供的产品应能够符合网络信息安全等保测评要求（需提供证明文件）。免费无条件配合对系统进行网络安全等级评审，对存在问题进行完善修复并达到相关等级；
2） 网络安全等级保护要求：乙方必须根据公安机关的时间要求随时免费无条件对本项目中所涉及的设备及系统进行安全漏洞检测和修复，并配合甲方完成日常等级保护检测和漏洞修复工作，以满足通过等级保护验收的要求。免费无条件根据网络安全咨询服务单位提供的方案进行整改；
3） 商用密码要求：按照国家相关商用密码应用和管理要求，免费配合相关部门要求的完成商用密码评估及整改工作；
4） 安全更新：对网络安全漏洞提供修复补丁包服务，优化网络安全性能，在公司推出同版本的新升级程序后，对客户系统进行升级；
5） 渗透测试：每年需要对本公司承建的信息系统进行渗透测试，查找漏洞，出具渗透测试报告。
接口运维服务
1） 接口远程处理：提供技术支持以保障系统范围现有接口的稳定运行；
2） 提供接口解决方案：对于现有接口运行不畅，提供接口解决方案，并积极配合院方进行调整。
数据库运维服务
1） 数据库服务器巡检：提供定期（每季度）到我院与系统主管工程师进行数据库服务器巡检，对现有数据库运行状态进行评估，并反馈评估报告；
2） 问题日志远程处理：对数据库中产生的问题日志，提供远程查看与指导；
3） 数据恢复：协助系统主管工程师恢复数据；
4） 数据调整：协助系统维护人员进行数据调整；
5） 数据迁移：协助进行数据库迁移，提供必要的支持和指导，配合新院区系统进行数据迁移工作；
6） 应急服务：系统灾难发生时，导致系统不能正常使用超过半小时，维保公司需承诺立即响应，减少数据损失，降低灾难对整个系统正常运行的影响；
7） 问题解答：解答系统及数据库疑难问题。

服务质量
（一）服务质量评价
1.本服务项目将每年对服务商服务成果进行考核扣分，扣分项目如下（基础分为100分）
	考核项
	考核内容
	扣分分值

	故障响应与解决
	系统发生故障不能正常使用，反馈后未能及时解决故障。
	4小时及以上
	扣5分/次

	
	
	2-4小时
	扣3分/次

	
	
	0.5-2小时
	扣1分/次

	日常运维服务
	未按时每季度对系统运行状况进行巡检
	扣1分/次

	
	未按时每季度对数据库运行状况进行巡检
	扣1分/次

	
	未按时每半年现场系统运行状况巡检
	扣1分/次

	
	未在国家法定节假日放假之前5工作日内巡检
	扣1分/次

	报告规范
	巡检报告不符合规范
	扣1分/份



2.基于医院信息安全的维保是一个长期战略性目标，为保证项目稳定，服务商考核评分为90分及以上，可按合同继续执行。
3.年度评分89分-70分，本院有权决定下一年度服务合作方向及评分，依据医院实际情况决定是否继续执行合同或合同终止重新招标。
4.为保证服务质量，任意季度服务考核如服务商得分为70分以下，则自动终止下一年度服务合作计划，并且重新招标。
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附件一：《系统功能清单》 
	序号
	功能名称
	描述

	1
	病人信息扫码录入
	通过病人就诊卡号，将病人的基本信息（身高、体重、年龄、性别、出生日期、住院号、家庭住址、电话等）自动录入到肺功能操作系统内，大大提高门诊检查的效率，实现病人基本信息零输入。

	2
	肺功能检查报告入 HIS
	测试完成后，一键打印，生成 PDF 报告，并严格按照医嘱，自动与当前检查医嘱对应。

	3
	肺功能定标报告存储
	将定标报告进行存储，作为质量控制的依据。

	4
	权限分级审核
	操作大夫有自己对应权限的登陆 ID ，分级审核，未经审核的报告不允许传入 HIS ，最大限度保证报告的准确性。

	5
	数据查询统计
	对数据库的数据，可通过不同条件查询，精确筛选，具有数据导出权限后，可导出 EXCEL。

	6
	趋势分析
	针对单病人既往数据，可进行趋势分析，直观看到病人趋势变化。

	7
	工作量统计
	可以统计每天、每周、每月的工作量，并导出报表。

	8
	电子签名
	对电子报告打印或报告通过审核系统审核后，自动将电子签名签入报告。

	9
	报告上传
	电子报告打印后，可生成 PDF 或 JPG 等报告，并自动与医嘱绑定，实现自动报告上传，上传过程无需手工干预。

	10
	问卷调查
	系统肺功能检查之前对患者进行肺功能问卷调查。

	11
	肺功能报告数据解析
	对肺功能上的报告进行数据解析，提取报告中的患者信息、肺功能数据、肺功能结论，与门诊流水号或住院流水号绑定。

	12
	在用申请单接口视图维护
	通过申请单接口方式，系统从HIS获取患者基本信息（身高、体重、性别、年龄等等），并自动将该类信息自动录入肺功能操作系统内，实现病人信息扫码录入。

























附件二：《巡检报告模版》

报告标题：[系统名称]  [巡检周期] 
报告编号： [YYYYMMDD-XXX]
巡检日期： [YYYY-MM-DD]
公司名称：[公司名称]
巡检人： [姓名]
巡检周期： 季度/半年度/年度/节假日专项





1、 执行摘要
[以下内容为举例]
整体健康度评分： [例如：红/黄/绿] （基于下方关键指标综合评定）
核心结论：
发现严重问题：[数量] 个，需立即处理。
发现高风险隐患：[数量] 个，需在 [时限] 内制定改进计划。
发现一般建议：[数量] 个，可优化。
紧急待办事项：
[问题简述] - 负责人：[姓名] - 截止日：[YYYY-MM-DD]


2、 系统/数据库全景概览
[以下内容为举例]
	序号
	系统/模块
	健康状态
（绿/黄/红）
	关键指标概览
	趋势
（相比上次）

	1
	Web应用集群
	绿
	平均CPU：65%
	稳定

	2
	API服务集群
	红
	平均CPU：99%
内存使用率：99%
	危险

	
	
	
	
	




3、 详细巡检记录
[以下内容为举例]
3.1 数据库层巡检
可用性与连接：实例状态、连接数（当前/最大）、锁等待情况。
性能指标：CPU使用率、内存使用率、磁盘IOPS/延迟、慢查询数量及示例、查询缓存命中率（如适用）。
存储与容量：数据库总大小、表空间使用率、数据文件增长趋势、磁盘剩余空间（预测可用天数）。
备份与恢复：最近一次备份状态（时间、大小、验证结果）、备份恢复演练记录。
安全与配置：高危账号审计、密码策略、参数配置审计（对比基线）。

问题与风险：
【严重】 慢查询 [SQL示例] 在过去24小时执行了500次，平均耗时5.2秒，消耗了30%的数据库资源。建议：立即优化索引或SQL。
【风险】 /data 分区按照当前增长速率，预计45天后将写满。建议：一周内制定清理或扩容方案。

3.2 应用/服务层巡检
服务状态：所有关键进程/服务状态、端口监听情况。
资源使用：各节点CPU、内存、负载（Load Average）、线程池使用率。
业务日志：错误日志（Error/Warning）数量统计、Top错误类型分析、关键业务日志有无异常。
JVM/运行时：堆内存使用、GC频率与时长、Full GC情况。

问题与风险：
【风险】 API服务节点host-03内存使用率持续高于85%，存在OOM风险。建议：本周内分析内存泄漏或考虑扩容。

3.3 操作系统与网络层
系统资源：全局CPU、内存、磁盘（各分区）使用率、Swap使用情况。
网络状态：网络流量、TCP连接状态、丢包率（关键节点间）。
日志文件：系统日志（/var/log/messages等）有无关键报错。

3.4 业务层面检查
核心业务指标：交易成功率、订单量、支付成功率等是否在正常区间波动。
关键链路监控：从用户登录到下单的主流程各环节是否通畅。

4、 发现的问题与待办事项
[以下内容为举例]
	序号
	问题描述
	严重等级
	处理负责人
	状态
	计划解决日期

	1
	数据库慢查询消耗过高资源，影响主数据库
	严重
	张三
	待处理
	2026-01-01

	2
	API服务节点内存使用率85%
	一般
	李四
	进行中
	2026-01-01

	3
	/data分区容量98%告警
	严重
	王五
	已解决
	2026-01-01

	
	
	
	
	
	



五、 总结与改进建议
[以下内容为举例]
本次巡检总结：
总体风险可控，但数据库性能和容量存在明确隐患，需优先处理。

改进建议：
建议将慢查询TOP 10自动纳入每日巡检项。
建议搭建自动化Dashboard，将本报告中的核心指标可视化，减少人工采集时间。
建议对 [某个具体模块] 进行下季度的性能压测专项巡检。
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The Second People’s Hospital Of Foshan




